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A Critique of  
Artificial Intelligence 
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The State of A.I. 

• How many robots do you see in this room? 

• How many robots did you see today in the 

street? 

• If you have seen one, it was probably a toy 

in a store for children 



Animal Brain vs Electronic Brain 
The McCulloch-Pitts neuron (1943) 

 

 

 

 

Biological neurons: 

 

70+ types in the retina alone 

No two neurons are alike 

Three topologies in the human brain 

•network (eg thalamo-cortical system) 

•loop (eg cortex-hippocampusms) 

•fan (Edelman's "value systems") 

 



Animal Brain vs Electronic Brain 

Biological neurons: 

Massively parallel computation 

Analog information processing 

Implementation in “wetware” 
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Animal Brain vs Electronic Brain 

Wiener’s feeback vs Edelman’s reentry 
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Animal Brain vs Electronic Brain 

The McCulloch-Pitts neurotransmitter (1943) 

 

 

 

 

Biological neurotransmitters: 
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Animal Brain vs Electronic Brain 

The VonNeumann computer architecture (1945) 

 

 

 

 

 

Brain architecture 
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Animal Brain vs Electronic Brain 

The brain is not a "network":  

– some regions are networks (notably the 

thalamo-cortical system) 

– other regions are loops (notably between 

the cortex and the cerebellum and the 

hippocampus) 

– other regions are fans (Edelman's "value 

systems" that project into the whole brain) 
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Animal Brain vs Electronic Brain 

The brain consists of many subsystems 
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Animal Brain vs Electronic Brain 

Two ways that the brain controls the body: 

• Hormones spread via the bloodstream to the entire body  

• Nervous system: fast and targeted signaling 

• Endocrine system: slow and widespread signaling 

Nerves Blood 



Some achievements of  
Artificial Intelligence 

of 2015-16 
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Joshua Brown, the first person to 

die in a self-driving car accident 

(June 2016) 



Uber (2018) 

Tesla (2018 
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Uber car kills woman in Arizona (2018) 



Waymo pilot in Arizona 
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The Singularity? 

The four assumptions of the Singularity 
movement 

1. Artificial Intelligence systems are 
producing mindboggling results 

2. Progress is accelerating like never before 

3. Technology is creating the first super-
human intelligence  

4. For the first time we will have machines 
that can do things that humans cannot do 

21 
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The Singularity? 

Why the Singularity is not Coming any Time 

Soon & other Meditations on the Post-Human 

Condition and the Future of Intelligence  
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The Singularity? 

The four assumptions of the Singularity 
movement 

1. Artificial Intelligence systems are 
producing mindboggling results 

2. Progress is accelerating like never before 

3. Technology is creating the first super-
human intelligence  

4. For the first time we will have machines 
that can do things that humans cannot 
do 

23 

True or False? 
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Reality Check 

• Structured Environment 

– The more we structure the environment, 
the easier for extremely dumb people and 
machines to survive and thrive in it.  

– What really "does it" is not the machine: 
it's the structured environment 
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Reality Check 

• Searching for “Augustine what is time” 
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Reality Check 

• Searching for “Popper logic scientific discovery” 
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Reality Check 

• Recognizing a cat is something that 
any mouse can do (it took 16,000 
computers working in parallel) 

• It took 1.2 million human-tagged 
images for Deep Learning to lower 
the error rate in image recognition 

• Voice recognition and handwriting 
recognition still fail most of the time, 
especially in everyday interactions 
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Reality Check 

• IBM's Watson does not understand the 

question (it is fed in digital format) 

• IBM’s "Deep Blue" beat a chess master 

but was given unfair advantages 

• “What Curiosity (robot) has done in 200 

days a human field researcher could do 

in an easy afternoon" (NASA planetary 

scientist Chris McKay, 2013) 
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Reality Check 

• DeepMind’s videogame-playing network 

– It requires 100s of hours of self-playing 

– Humans can reach the same level in minutes 
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Reality Check 

• DeepMind’s AlphaGo 

– Supervised learning 

– Large dataset of 150,000 games 

– Monte Carlo tree search 

– Reinforcement learning (playing 

against itself) 

– No heuristics 
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Reality Check 

• DeepMind’s AlphaGo 

– What else can AlphaGo do besides 

playing Go? Absolutely nothing. 

– What else can you do besides playing 

Go? 

– What AlphaGo did: it learned from Go 

experts 

– AlphaGo consumed 440,000 W to do 

just one thing 

– Your brain uses 20 W and does an 

infinite number of things 
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Reality Check 

• DeepMind’s AlphaGo 

– Let both the human and AlphaGo run on 
20 Watts and see who wins. 

 

A 20 Watt machine of 1915 
A 440,000 Watt machine of 2015 
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Reality Check 

• DeepMind’s AlphaGo 

– AlphaGo can only play Go on a 19 x 19 
board 

– Change the size of the board and AlphaGo 
can’t play anymore 
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Reality Check 

• Are we  moving in the right direction? 

(Power 

consumption 

of 

processors) 

2014 

Brain 

Intel 4004 

1971 

20W 

Nvidia GeForce GTX 970  274W 

We are 

moving 

further away 

from the 

brain 
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Reality Check 

Supervised learning 

• Learning by imitation 

• Only as good as the expert that you 

imitate 

• The learned skills cannot be applied to 

other fields, not even similar fields 
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Reality Check 

The Curse of the Large Dataset 

• 1991: IBM creates a dataset of 700,000 chess games 

played by chess masters 

• 1997: Deep Blue beats the world champion of chess 

• 2009: Feifei Li’s ImageNet  large dataset of tagged 

images 

• 2012: Spectacular improvement in image recognition 

• 2013: Michael Bowling’s dataset of Atari games 

• 2015: DeepMind's videogame-playing program  

• 2016: DeepMind’s dataser of 150,000 weiqi games 

• 2017: AlphaGo beats the world master of weiqi 

• 2018: OpenAI’s WebText 

• 2019: OpenAI’s GPT2 
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Reality Check 

• DeepMind’s AlphaGo 

– AlphaGo belongs to a new generation of 
neural networks that are good at 
capturing human patterns 

– 2015: Leon Gatys, Alexander Ecker and 
Matthias Bethge teach a neural network 
to capture an artistic style 
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Reality Check 

• Limitations of neural networks 

– 2013 (Google + New York Univ + UC 
Berkeley): tiny perturbations alter the way 
a neural network classifies the image 

The difference is invisible to humans, but enough to fool a neural network 
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Reality Check 

• Limitations of neural networks 

– Goodfellow (2015): serial generation of 
adversarial examples 
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Reality Check 

• Limitations of neural 
networks 

– 2015 (University of 
Wyoming, ): non-existent 
objects recognized with 
high confidence by deep 
learning 

DNNs believe these to be a familiar 

object with >= 99.6% certainty 
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Reality Check 

• Limitations of neural 
networks 

– 2017 (EPFL): DeepFool 
algorithm 
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Reality Check 
• Limitations of neural networks 

– Peter Norvig talk "State-of-the-Art AI" at an MIT 
conference (2016) 

– Machine learning lacks the incrementality, transparency 
and debuggability of classical programming 
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Reality Check 

• Limitations of neural networks 

– Dec 2017 (Anish, Athalye, MIT) 
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Reality Check 

• Limitations of neural 
networks 

– 2018 (UC Berkeley): make 
the neural network hear 
something else by slightly 
changing the audio wave 
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Reality Check 

• Limitations of neural networks 

– Gary Marcus’s critique of deep learning (2017) 
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Reality Check 

• Limitations of neural networks 

– Dan Hendrycks of UC Berkeley and Thomas Dietterich of 
Oregon State (2019) 
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Reality Check 

• Medical image recognition 

– The problem of imbalanced datasets (like 

medical datasets) 

– Deep learning proven to work well only 

with small images 

• Luke Oakden-Rayner (Google) about Google's 

diabetes paper: "... retinal photographs are 

typically between 1.3 and 3.5 megapixels in 

resolution… these images were shrunk to 299 

pixels square, which is 0.08 megapixels..." 
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Reality Check 

• The success stories in medical image 

recognition 

– Not possible to replicate the experiment 

(eg Google has not released its dataset) 
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Reality Check 

• IBM Watson did not deliver 
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Reality Check 

• Translation 
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Reality Check  

• The curse of Moore’s law 
– The motivation to come up with creative ideas in 

A.I. was due to slow, big and expensive machines.  

– Brute force (100s of supercomputers running in 
parallel) can find solutions using fairly dumb 
techniques 

– Moore’s Law is ending (Intel’s announcement 
2016) 
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Reality Check  

• The curse of Moore’s law 
– Many of today’s achievements are based on old 

ideas implemented on fast processors 
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Reality Check  

• The curse of Moore’s law 
– A personal guess: the next ten years will be 

the years of the application just like the 
previous ten years were the years of the 
theory 
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Reality Check  

• A.I. Index 
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Reality Check  

What A.I. cannot do (well) 

“Knowing what I know about 

computer vision, I wouldn't take my 

hands off the steering wheel” 

(computer vision pioneer Jitendra 

Malik in 2016) 
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The Singularity? 

The four assumptions of the Singularity 
movement 

1. Artificial Intelligence systems are 
producing mindboggling results 

2. Progress is accelerating like never before 

3. Technology is creating the first super-
human intelligence  

4. For the first time we will have machines 
that can do things that humans cannot 
do 

56 

True or False? 
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Accelerating progress? 

• One century ago, within a relatively short period 
of time, the world adopted: 
– the car,  

– the airplane,  

– the telephone,  

– the radio  

– the record 

– Cinema 

• while at the same time science came up with 
– Quantum Mechanics 

– Relativity 
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Accelerating progress? 

• while at the same time the office was 
revolutionized by 
– cash registers,  

– adding machines,  

– typewriters 

• while at the same time the home was 
revolutionized by  
– dishwasher,  

– refrigerator,  

– air conditioning 
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Accelerating progress? 

• while at the same time cities adopted high-rise 
buildings 



60 
60 

Accelerating progress? 

• There were only 5 radio stations in 1921 but 
already 525 in 1923 

• The USA produced 11,200 cars in 1903, but 
already 1.5 million in 1916 

• By 1917 a whopping 40% of households had a 
telephone in the USA up from 5% in 1900.  

• The Wright brothers flew the first plane in 1903: 
during World War I (1915-18) more than 200,000 
planes were built 
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Accelerating progress? 

• On the other hand today: 

– 44 years after the Moon landing we still haven't 

sent a human being to any planet  

– The only supersonic plane (the Concorde) has 

been retired 

– We still drive cars, fly on planes, talk in 

phones, use the same kitchen appliances 

 



62 

Accelerating Progress? 

• First car: 1886.  

– 47 years later (1933): 25 million cars in 
the USA, probably 40 million in the world  

• First airplane: 1903.  

– 47 years later (1950): 31 million people 
flew in a plane  

• First radio broadcast: 1906 

– 47 years later (1953): more than 100 
million radios including in cars 

• First commercial computer: 1951.  

– 47 years later (1998): More than 40 
million in the USA 

• First (mobile general-purpose) robot: 1969 

– 47 years later? how many people own a 
robot? 
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Accelerating progress? 

• On the other hand today: 

– 48 years after the Moon landing we 

still haven't sent a human being to 

any planet  

– The only supersonic plane (the 

Concorde) has been retired 
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Accelerating progress? 

• We chronically underestimate progress in 
previous centuries because most of us are 
ignorant about those eras.  



65 

A Comparative History of Accelerating 
Progress 

• On April 3, 1988 the Los Angeles Times 

Magazine ran a piece titled "L.A. 2013“ 

– two robots per family (including cooking 

and washing) 

– Intelligent kitchen appliances widespread 

– self-driving cars widespread 
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A Comparative History of Accelerating 
Progress 

• Today there is a lot of change 

• But change is not necessarily progress 

• And progress for whom? 

• Progress or planned obsolescence? 
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A Comparative History of Accelerating 
Progress 

• Taking a step forward is easy… just make sure 

what you are stepping into 
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What would Turing say today? 

What took you guys 
so long??? 
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What would Turing say today? 

• Why did it take you so long? 

– The Hubble telescope transmits 0.1 terabytes  of data a 
week, about one million times more data than the 
Palomar telescope of 1936 

– In 1940 the highest point ever reached by an aviator was 
10 kms. In 1969 Neil Armstrong traveled 380 million kms 
up in the sky, i.e. 38 million times higher.  

– In 60 years the speed of computers has increased “only” 
ten thousand times 
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What would Turing say today? 

• Hardware: other than miniaturization, what 

has really changed? 

– It still runs on electricity 

– It still uses binary logic 

– It is still a Turing machine (e.g., wildly 

different in nature and structure from a 

human brain) 
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What would Turing say today? 

• Software: other than having 12 million 
programmers work on thousands of programs 
(instead of the six who programmed the 
ENIAC), what has really changed? 

– It is still written in an artificial language 
that is difficult to understand 

– It is still full of bugs 

– It still changes all the time 

– It is still sequential processing (e.g., wildly 
different in nature and structure from a 
human brain) 
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What would Turing say today? 

And I’m supposed 
to be impressed? 
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The Singularity? 

The four assumptions of the Singularity 
movement 

1. Artificial Intelligence systems are 
producing mindboggling results 

2. Progress is accelerating like never before 

3. Technology is creating the first super-
human intelligence  

4. For the first time we will have machines 
that can do things that humans cannot 
do 

73 

True or False? 
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Non-human Intelligence 

• Super-human intelligence has been around for a 

long time: many animals have powers we don't 

have  
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Non-human Intelligence 

• Bats can avoid objects in absolute 
darkness at impressive speeds  

• Migratory animals can navigate vast 
territories  

• Birds are equipped with a sixth sense 
for the Earth's magnetic field  

• Some animals have the ability to 
camouflage  

• The best color vision is in birds, fish 
and insects 

• Many animals have night vision 

• Animals can see, sniff and hear things 
that we cannot 
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The Singularity? 

The four assumptions of the Singularity 
movement 

1. Artificial Intelligence systems are 
producing mindboggling results 

2. Progress is accelerating like never before 

3. Technology is creating the first super-
human intelligence  

4. For the first time we will have machines 
that can do things that humans cannot 
do 

76 

True or False? 
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Machine Intelligence 

• We already built machines that can do 

things that are impossible for humans: 

– Telescopes and microscopes can see 

things that humans cannot see 

– We cannot do what light bulbs do 

– We cannot touch the groove of a 

rotating vinyl record and produce the 

sound of an entire philharmonic 

orchestra 
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Super-human Machine 
Intelligence 

• The medieval clock could already do 

something that no human can 

possibly do: keeping time 

• That’s why we have to ask “What 

time is it?” 
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Non-human Intelligence 

• What is the difference between non-

human intelligence (which is already here 

and has always existed) and super-human 

intelligence? 
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Super-human intelligence  

• Possible: Colin McGinn’s cognitive closure 

(there are things we will never understand) 

• Impossible: David Deutsch’s endless 

explanation (we are as intelligent as it gets) 
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The Singularity? 

The four assumptions of the Singularity 
movement 

1. Artificial Intelligence systems are 
producing mindboggling results 

2. Progress is accelerating like never before 

3. Technology is creating the first super-
human intelligence  

4. For the first time we will have machines 
that can do things that humans cannot do 

81 
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Dangers of machine intelligence 

• Who's responsible for a Machine's Action? 

• We believe machines more than we believe 

humans 

• Should there be speed limits for machines? 

• We are criminalizing Common Sense 

• You Are a Budget 

• The dangers of clouding - Wikipedia as a 

force for evil 
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Dangers of machine intelligence 

• The biggest danger of all: decelerating 

human intelligence 
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The Turing Point 

• The Turing Test was asking “when can machines be 

said to be as intelligent as humans?” 

• This “Turing point” can be achieved by 

1. Making machines smarter, or 

2. Making humans dumber 

HOMO       MACHINE 

IQ 

HOMO       MACHINE 

IQ 
1. 2. 
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Decelerating intelligence? 

Humans want to build machines that think 
like humans while machines are already 

building humans who think like machines  
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Decelerating intelligence? 

Francesco Maria Guazzo's 

“Compendium Maleficarum” 

(1608) 

Google’s Self-driving 

car (2008) 
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Decelerating intelligence? 
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What can machines do now that 
they could not do 50 years ago? 

• They are faster, cheaper, can store larger 

amounts of information and can use 

telecommunication lines 
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What can humans do now that 
they could not do 50 years ago? 

• Use the new machines 

• On the other hand, they are not capable of doing 
a lot of things that they were capable of doing 50 
years ago from arithmetic to finding a place not to 
mention attention span and social skills (and 
some of these skills may be vital for survival)  

• Survival skills are higher in low-tech societies 
(this has been true for a while) 

• General knowledge (history, geography, math) is 
higher in low-tech societies (coming soon) 
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The Post-Turing Thesis 

• If machines are not getting 

much smarter while humans 

are getting dumber… 

• … then eventually we will 

have machines that are 

smarter than humans 

• The Turing Point (the 

Singularity?) is coming HOMO       MACHINE 

IQ 
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A Tool is not a Skill 

• In a sense, technology is about giving people 

the tools to become dumber and still continue 

to perform 

• People make tools that make people 

obsolete, redundant and dumb 
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Decelerating Human Intelligence 

• The success of many high-tech projects 

depends not on making smarter technology 

but on making dumber users 

• Users must change behavior in order to make 

a new device or application appear more 

useful than it is. 
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Turning People into Machines 

• “They” increasingly expect us to behave like 
machines in order to interact efficiently with 
machines: we have to speak a “machine language” to 
phone customer support, automatic teller machines, 
gas pumps, etc. 

• In most phone and web transactions the first question 
you are asked is a number (account #, frequent 
flyer#…) and you are talking to a machine 
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Turning People into Machines 

• Rules and regulations (driving a car, eating at 
restaurants, crossing a street) increasingly turn us 
into machines that must follow simple sequential 
steps in order to get what we need 
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Turning People into Machines 

• Rules to hike in the *wilderness* (there is even a rule 

for peeing) 
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Decelerating Human Intelligence 

• Is it possible that humans have moved a 

lot closer towards machines than 

machines have moved towards humans? 
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The Silicon Valley Paradigm 

• “They” increasingly expect us to study lengthy 

manuals and to guess how a machine works 

rather than design machines that do what we 

want the way we like it 

• A study by the Technical University of Eindhoven 

found that half of the returned electronic devices 

are not malfunctioning: the consumer just 

couldn't figure out how to use them 
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The Singularity 

• The Turing Test may become a self-fulfilling 

prophecy: as we (claim to) build “smarter” 

machines, we may make dumber people. 

• Eventually there will be an army of greater-

than-human intelligence 
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The Singularity 
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The Future is not You 

• The combination of smartphones and 
websites offers a glimpse of a day when one 
will not need to know anything because it will 
be possible to find everything in a second 
anywhere at any time by using just one 
omnipowerful tool.  

• An individual will only need to be good at 
operating that one tool. That tool will be able 
to access an almost infinite library of 
knowledge and… intelligence. 
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The Difference: You vs It 

• Human minds are better than machines at 

– Improvisation 

– Imagination 

– (in a word: "creative improvisation") 

• Human minds can manage dangerous and 

unpredictable situations 

• Human minds can be “irrational” 
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The Difference: You vs It 

• Modern society organizes our lives to remove 

danger and unpredictability. 

• Modern society empowers us with tools that 

eliminate the need for improvisation and 

imagination 

• Modern society dislikes (and sometimes outlaws) 

irrationality 
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The Difference: You vs It 

• We build 

– Redundancy 

– Backups 

– Distributed systems 

• to make sure that machines can do their job 24/7 
in any conditions. 

• We do not build anything to make sure that minds 
can still do their job of creative improvisation 
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A Critique of the Turing Test 
 

(while we’re still intelligent) 
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The Turing Test 

The “Turing point”: a computer can be said to be intelligent if its 
answers are indistinguishable from the answers of a human 
being 

? ? 
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The Turing Test 

The fundamental critique to the Turing Test 

• The computer (a Turing machine) cannot (qualitatively) 
do what the human brain does because the brain 

– does parallel processing rather than sequential 
processing 

– uses pattern matching rather than binary logic 

– is a connectionist network rather than a Turing 
machine 
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The Turing Test 

The Turing Test 

• John Searle’s Chinese room (1980) 

– Whatever a computer is computing, the 
computer does not "know" that it is computing it 

– A computer does not know what it is doing, 
therefore “that”  is not what it is doing 

– Objection: The room + the machine “knows” 
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The Turing Test 

The Turing Test 

• Hubert Dreyfus (1972): 

– Experience vs knowledge  

– Meaning is contextual 

– Novice to expert 

– Minds do not use a theory about the everyday world 

– Know-how vs know that  

• Terry Winograd 

– Intelligent systems act, don't think.  

– People are “thrown” in the real world  
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The Turing Test 

The Turing Test 

• Rodney Brooks (1986) 

– Situated reasoning 

– Intelligence cannot be separated from the body.  

– Intelligence is not only a process of the brain, it is 
embodied in the physical world 

– Cognition is grounded in the physical interactions 
with the world 

– There is no need for a central representation of the 
world 

– Objection: Brooks’ robots can’t do math 
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The Turing Test 

The Turing Test 

• John Randolph Lucas (1961) & Roger Penrose 

– Goedel’s limit: Every formal system 
(>Arithmetic) contains a statement that cannot 
be proved  

– Some logical operations are not computable, 
nonetheless the human mind can treat them 
(at least to prove that they are not 
computable) 

– The human mind is superior to a computing 
machine 
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The Turing Test 

The Turing Test 

• John Randolph Lucas (1961) & Roger Penrose 

– Objection: a computer can observe the failure of 
“another” computer’s formal system 

– Goedel’s theorem is about the limitation of the 
human mind: a machine that escapes Goedel’s 
theorem can exist and can be discovered by 
humans, but not built by humans 
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The Turing Test 

• What is measured: intelligence, cognition, brain, 
mind, or consciousness? 

• What is measured: one machine, ..., all 
machines? 

• What is intelligence? What is a brain? What is a 
mind? What is life? 

• Who is the observer? Who is the judge? 

• What is the instrument (instrument = observer)? 

• What if a human fails the Turing test? 

The Turing Test 
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The Turing Test 

• Someone has hidden a person in a room and a 

computer in the other room. 

• We are allowed to ask any questions. 

• The person and the computer reply in their own way. 

• If we cannot tell which one is the person and which one 

is the computer, then the computer has become 

intelligent. 
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Who is Testing 

• Someone has to determine whether the answers to her 

questions come from a human or a machine 

• Who is the judge who decides if the Turing Test 

succeeds? What instrument does this test use? 

• A human? A machine?  

• How “intelligent” is the judge? 
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Who is Testing 

• Can a mentally retarded person judge the test? 

• Can somebody under the influence of drugs 

perform it?  

• …a priest, an attorney, an Australian aborigine, a 

farmer, a librarian, a physician, an economist...? 

• …the most intelligent human?  

• The result of the test can vary wildly depending 

on who is the judge 
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Who are we Testing? 

• If a machine fails the test (i.e. the judge thinks 

the machine is a machine), then Turing 

concludes that the machine is not intelligent 

• What does Turing conclude if a human fails the 

test (if the judge thinks that the human is a 

machine)? That humans are not intelligent? 
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What are we Testing? 

• The Turing Test is about behavior 

• The Turing test measures how good a machine 

is at answering questions, nothing more.  

• “Can a machine be built that will fool a human 

being into believing it is another human being?” 

is not identical to “Can a machine think?”  

• If we answer “yes” to the first question, we don’t 

necessarily answer “yes” to the second.  
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The Turing Point 

• The Turing Test asks when can we say that a 

machine has become as intelligent as humans. 

• The Turing Test is about humans as much as it is 

about the machine because it can be equivalently 

be formulated as: when can we say that humans 

have become less intelligent than a machine? 

• The Turing Test cannot be abstracted from a 

sociological context. Whenever one separates 

sociology and technology, one misses the point. 
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The ultimate Turing Test 

• Build a machine that reproduces my brain, 

neuron by neuron, synapses by synapses 

• Will that machine behave exactly like me? 

• If yes, is that machine “me”? 

The Turing Test 
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Next… 

• See http://www.scaruffi.com/singular for the 
index of this Powerpoint presentation and 
links to the other parts 

 


